3. Project proposal 

In this chapter a mobile intelligent multimedia presentation architecture called –TeleMorph for dynamically generating intelligent multimedia presentations is proposed. The multimodal output presentation which TeleMorph designs incorporates modalities that are determined by constraints that exist on a mobile device’s wireless connection, the mobile device itself and also those limitations imposed by and experienced by the end user of the device. The unique contribution in TeleMorph is that the output presentation will consist of modalities that are determined primarily by the available bandwidth on the mobile network connecting the device. As bandwidth fluctuates continuously there is a necessity to constantly monitor this and adapt the multimedia presentation output modalities as necessary. Also, TeleMorph will consider the other constraints that affect an output presentation destined for a mobile device and will prioritise these based on the consequences of their depreciation or improvement. TeleMorph will use the Causal Probabilistic Networks (CPN) approach to reasoning and decision making in order to analyse a union of all relevant constraints imposed on TeleMorph and decide on the optimal multimodal output presentation, thus resulting in a comprehensive constraint-awareness system. TeleTuras, a tourist information aid for the city of Derry, will be developed as the testbed application of TeleMorph. TeleTuras will communicate TeleMorph-adapted presentations to tourists, focusing on the output modalities used to communicate information and also the effectiveness of this communication.

3.1 Architecture of TeleMorph 

The architecture of TeleMorph is depicted in Figure 3.1. TeleMorph consists of server and client components. The TeleMorph server is concerned mainly with processing input from the client and producing an output presentation in response to the user’s query, whilst the TeleMorph client is concerned with receiving the streamed media presentation from the server and displaying it in the Media Player.
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Figure 3.1: Architecture of TeleMorph

3.2 TeleMorph client

The TeleMorph client consists of a Media Player running on the client device in conjunction with the client Capture Input module that controls the input modalities consisting of textual, haptic deixis and speech input. The Device Monitoring will monitor client devices for fluctuations in memory availability, processing power, output abilities. The Networking API module will communicate with the server side using sockets.

3.2.1 Client output

The Media Player receives presentations from the Streaming Server and displays the multimedia content in specific areas of the display. As can be seen from Figure 3.2 the display contains panes for Video, Graphics and Text output. Output may also consist of Audio in the form of synthesised speech/Text To Speech (TTS), non-speech audio (music) and animation if an autonomous agent is utilised.
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Figure 3.2 Display on TeleMorph client

As TeleMorph will enable the end-user to determine the output modalities manually, a pane (which can be hidden) will be available which allows the user to select their modality preferences. A cost analysis sub-module will also be integrated into the Capture Input module which will calculate the cost incurred in downloading a presentation for the mobile customer. This will allow the user to directly manipulate the output modality combination (and each modality’s quality/ resolution) in order to affect the total cost of downloading the media associated with the presentation. Fusion, integration and coordination of modalities deals with how a presentation should be arranged, in space and in time. The problem of temporal and spatial coordination across media will be addressed directly by elements within the semantic representation in the Presentation Design module in TeleMorph including: layout, structure, timing and synchronisation, and time manipulation elements.
3.2.2 Client input

Input to the TeleMorph Client application as shown in Figure 3.1 will be controlled by the Capture Input module, in the form of speech, text and haptic deixis input. Speech recognition will be controlled by a speech API that will be linked to the main client application. Text input is entered into the editable text box contained at the bottom of the Text content pane. Haptic deixis input will be controlled using graphics APIs. Input information will be sent back to the Interaction Manager on the server end of TeleMorph and analysed by the Media Analysis module. In this module input data (Language, Haptic) is analysed and various media types (speech/ text) are distinguished from one-another and processed appropriately. The speech recogniser which is positioned on the server will process the speech data received from the speech API component on the client. Speech recognition is a computationally heavy process so it is not feasible on a thin client. The NLP (Natural Language Processing) module processes the understanding of the user’s language input to the system which will either be speech or text. Following this, all the input data is fused and their semantics interpreted.
3.3 TeleMorph server

The TeleMorph server consists of an Interaction Manager module as described above, a Constraint Information Retrieval module which obtains constraint data including networking, device and user constraints and also a Constraint Processor which will calculate the combined effect of these constraints. The latter will also consider Cognitive Load Theory (CLT) when evaluating the effect imposed by the combination of constraints. The Interaction Manager and Constraints Processor provide input for the Presentation Design module. A Domain Model is also incorporated into TeleMorph in order to specify the domain within which the system is being applied. The default domain model in TeleMorph will be tourism, as TeleTuras, the testbed for TeleMorph, will utilise this information. This model will contain specific knowledge about the city of Derry and a variety of relevant information. The Presentation Design module designs a presentation which consists of modalities determined by the fore-mentioned constraints and the domain model. Following this, the presentation media are allocated and fused by the Media Allocation module and then streamed to the mobile client by the Streaming Server to be presented to the user in the Media Player.
Constraints that TeleMorph considers when mapping the semantic representation to the output presentation include:

· Network: Bandwidth (also latency and Bit error rate)

· Device: display, available output modalities, memory, CPU

· User: preferences, cost incurred
· Cognitive Load Theory

Using information attained about these constraints the presentation design module will determine the most appropriate output modality combination for the output presentation. This will involve a rule based decision making process, which will need to be scalable in order to allow for the consideration of additional constraints. The methodology for implementing this is undecided as yet, but it is expected that an Artificial Intelligence (AI) technique will be employed for this purpose. As this process will require the ability to reason, probabilistic reasoning could be employed. Causal Probabilistic Networks (CPNs) and Bayesian Belief Networks (BBNs) are modelling techniques based on probability theory may serve for this purpose.

In order to implement the TeleMorph architecture for initial testing, a scenario will be set up where switches in code will emulate fluctuating constraints. To implement this TeleMorph will use a table of constraint values ranging from ideal conditions to inferior conditions (e.g. bandwidths ranging from those available in 2G, 2.5G/GPRS and 3G networks). This table will also provide data representing the other constraints; device display abilities, processing power and memory; user modality preferences and cost incurred; and CLT. Each constraint value will have access to related information on the modality/combinations of modalities that can be streamed efficiently in that situation. 

The modalities (video, speech, animation, graphics, text) available for each of the fore-mentioned constraint conditions will be determined by calculating the qualifying state each considered element (bandwidth, device memory etc.) should be in to stream the modality. Also the amalgamations of modalities that are feasible will be computed. This will provide an effective method for testing initial prototypes of TeleMorph. It is anticipated that CPNs or BBNs will eventually replace this process and provide a more scalable and efficient system. 

The GPS aspect of TeleMorph has not been investigated fully yet. Although a location based service could potentially provide very useful information to a mobile device user, this focus of TeleMorph initially will be on the effective design of multimodal presentations. 

3.4 Data flow of TeleMorph

The data flow within TeleMorph is shown in Figure 3.3 which details the data exchange among the main components. Figure 3.3 shows the flow of control in TeleMorph. The Networking API sends all input from the client device to the TeleMorph server. Each time this occurs, the Device Monitoring module will retrieve information on the client device’s status and this information is also sent to the server.

On input the user can make a multimodal query to the system to stream a new presentation which will consist of media pertaining to their specific query. TeleMorph will receive requests in the Interaction Manager and will process requests via the Media Analysis module which will pass semantically useful data to the Constraint Processor where modalities suited to the current network bandwidth (and other constraints) will be chosen to represent the information. The presentation is then designed using these modalities by the Presentation Design module. The media are processed by the Media Allocation module and following this the complete multimodal SMIL presentation is passed to the Streaming Server to be streamed to the client device.

A user can also input particular modality/cost choices on the TeleMorph client. In this way the user can morph the current presentation they are receiving to a presentation consisting of specific modalities which may be better suited their current situation (driving/walking) or environment (work/class/pub). This path through TeleMorph is identified by the dotted line in Figure 3.3. Instead of analysing and interpreting the media, TeleMorph simply stores these choices using the User Prefs module and then redesigns the presentation as normal using the Presentation Design module.
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Figure 3.3 TeleMorph flow of control

The Media Analysis module that passes semantically useful data to the Constraint Processor consists of lower level elements that are portrayed in Figure 3.4. As can be seen, the input from the user is processed by the Media Analysis module, identifying Speech, Text and Haptic modalities. The speech needs to be processed initially by the speech recogniser and then interpreted by the NLP module. Text also needs to be processed by the NLP module in order to attain its semantics. Then the Presentation Design module takes these input modalities and interprets their meaning as a whole and designs an output presentation using the semantic representation. This is then processed by the Media Allocation modules as discussed previously.
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Figure 3.4 Media Analysis data flow

3.5 TeleTuras application

The domain chosen as a testbed for TeleMorph is eTourism. The system to be developed called TeleTuras is an interactive tourist information aid for tourists in the city of Derry. It will communicate TeleMorph-adapted presentations to tourists consisting of: route planning, maps, points of interest, spoken presentations, graphics of important objects in the area and animations. The main focus will be on the output modalities used to communicate this information and also the effectiveness of this communication. 

TeleTuras will be capable of taking input queries in a variety of modalities whether they are combined or used individually. Queries can also be directly related to the user’s position and movement direction enabling questions/commands such as – 

· “Where is the Millenium forum?”

· “Take me to the GuildHall”

· “What buildings are of interest in this area?”(Whilst circling a certain portion of the map on the mobile device, or perhaps if the user wants information on buildings of interest in their current location they need not identify a specific part of the map as the system will wait until the timing threshold is passed and then presume no more input modalities relating to this inquiry.).

· “Is there a Chinese restaurant in this area?”

The combined TeleMorph and TeleTuras system will entail the following processes:

· Receive and interpret questions from the user.

· Map questions to multimodal semantic representation.

· Match multimodal representation to database to retrieve answer.

· Map answers to multimodal semantic representation.

· Monitor user preference or client side choice variations.

· Query bandwidth status.

· Detect client device constraints and limitations.

· Generate multimodal presentation based on constraint data.

Applying a collection of common questions will test TeleTuras. These questions will be accumulated by asking prospective users/tourists what they would require from a tourist information aid such as TeleTuras.

3.6 Comparison with previous work
In the following tables there are comparisons showing features of various mobile intelligent multimedia (Table 3.1) and intelligent multimedia systems (Table 3.2). In the next two sections we will discuss the systems mentioning their features and shortcomings.

3.6.1 Mobile intelligent multimedia systems

Malaka et al. (2000, p. 22) points out when discussing DEEP MAP that in dealing with handheld devices “Resources such as power or networking bandwidth may be limited depending on time and location”. From Table 3.1 it is clear that there are a wide variety of mobile devices being used in mobile intelligent multimedia systems. The issue of device diversity is considered by a number of the systems detailed in the Table. Some of these systems are simply aware of the type of output device (e.g. PDA, desktop, laptop, TV) (e.g. EMBASSI) and others are concerned with the core resources that are available on the client device (e.g. memory, CPU, output capabilities) (e.g. SmartKom-mobile). Some of these systems also allow for some method of user choice/preference when choosing output modalities in order to present a more acceptable output presentation for the end user. Pedersen & Larsen (2003) describe a test system which analyses the effect of user acceptance when output modalities are changed automatically or are changed manually by the user. This work is represented in Table 3.1 but as no final system was developed as part of the project. One other factor that is relevant to mobile intelligent multimedia systems is Cognitive Load Theory (CLT). This theory states the most efficient (judged by user retention) and the most appealing (user-acceptable) modalities for portraying information on various types of devices (PDA, TV, Desktop). One system that takes this theory into account is EMBASSI (Hildebrand 2000). One main issue which the systems reviewed fail to consider is the effect imposed by the union of all the aforementioned constraints. Of the mobile intelligent multimedia systems in Table 3.1, some acknowledge that (1) network bandwidth and (2) device constraints are important issues, but most do not proceed to take these into consideration when mapping their semantic representation to an output presentation, as can be seen from the table. As can also be seen from Table 3.1 none of the currently available mobile intelligent multimedia systems design their output presentation relative to the amount of available bandwidth available on the wireless network connecting the device. As discussed in section 2.2.2, the RAJA framework which is aimed at the development of resource-adaptive multi-agent systems was intended to provide resource-aware modules for DEEP MAP but this has not been integrated yet.

TeleMorph will differ with these systems in that it will be aware of all the constraints which have been mentioned. Primarily, TeleMorph will be bandwidth aware in that it will constantly monitor the network for fluctuations in the amount of data that can be transmitted per second (measured in bits per second (bps)). As mobile enabled devices vary greatly in their range of capabilities (CPU, memory available, battery power, input modes, screen resolution and colour etc), TeleMorph must also be aware of the constraints that exist on TeleMorph’s client device and take these into consideration when mapping to output presentation. TeleMorph will also be aware of user-imposed limitations, which will consist of the user’s preferred modalities and a restriction set by them on the cost they will incur in downloading the presentation. One other factor that will be considered when designing the output in TeleMorph is Cognitive Load Theory (CLT). TeleMorph will use CLT to assist in setting the output modalities for different types of information that may be portrayed in a presentation, such information which requires high levels of retention (e.g. a city tour), or information which calls for user-acceptance (purely informative) oriented modalities (e.g. information about an interesting sight nearby). From Figure 3.1 one can also identify that the combination of all these constraints as a union is also a unique approach. TeleMorph will be aware of all the relevant constraints that a mobile multimodal presentation system should be concerned with. TeleMorph will then analyse a union of these constraints and decide on the optimal multimodal output presentation. The method employed by TeleMorph to process these various constraints and utilise this information effectively to design the most suitable combinations of output modalities is the challenge that will prove core to this research. 

Systems
Device
Location Aware
Device Aware
User Aware
Cognitive Load Aware
Bandwidth Aware
Constraint union 
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Table 3.1 Comparison of Mobile Intelligent Multimedia Systems

3.6.2 Intelligent multimedia systems

Table 3.2 shows that TeleMorph & TeleTuras utilise similar input and output modalities to those employed by other mobile intelligent multimedia presentation systems. One point to note about the intelligent multimedia presentation systems in Table 3.2 is that on input none of them integrate vision, whilst only one system uses speech and two use haptic deixis. In comparison, all of the mobile intelligent multimedia systems in the Table integrate speech and haptic deixis on input. Both Guide and Quickset use only text and static graphics as their output modalities, choosing to exclude speech and animation modalities. VoiceLog is an example of one of the mobile systems presented in Table 3.2 that does not include text input allowing only for speech input. Hence, some of the systems in Table 3.2 fail to include some input and output modalities. VoiceLog (BBN 2002, Bers et al. 1998), MUST (Almeida et al. 2002), GuideShoes (Nemirovsky & Davenport 2002), The Guide (Cohen-Rose & Christiansen 2002), and QuickSet (Oviatt et al. 2000) all fail to include animation in their output. Of these, the latter three systems also fail to use speech on output. GuideShoes is the only other mobile intelligent multimedia system that outputs non-speech audio, but this is not combined with other output modalities, so it could be considered a unimodal communication.

With TeleMorph’s ability on the client side to receive a variety of streaming media/modalities, TeleTuras will be able to present a multimodal output presentation including non-speech audio that will provide relevant background music about a certain tourist point of interest (e.g. theatre/concert venue). The focus with TeleMorph’s output presentation lies in the chosen modalities and the rules and constraints that determine these choices. TeleMorph will implement a comprehensive set of input and output modalities. On input TeleMorph will handle text, speech and Haptic modalities, whilst output will consist of text, Text-To-Speech (TTS), non-speech audio, static graphics and animation. This will provide output similar to that produced in most current intelligent multimedia systems which mix text, static graphics (including map, charts and figures) and speech (some with additional non-speech audio) modalities. Besides the systems listed in the table, many other practical applications of intelligent multimedia interfaces have been developed in domains such as intelligent tutoring, retrieving information from a large database, car-driver interfaces, real estate presentation and car exhibition.

3.7 Project schedule and current status 

The work proposed here requires several steps to be carried out in order to achieve the desired objectives of TeleMorph and TeleTuras. Table B.1 in Appendix B outlines the main tasks and milestones of this project. The literature review has been completed; it included research into the following relevant areas: mobile intelligent multimedia systems, network-adaptive multimedia models, semantic representation, fusion and coordination of modalities, intelligent multimedia presentation systems, intelligent multimedia interfaces, intelligent multimedia agents, Cognitive Load Theory and Causal Probabilistic Networks. The majority of software analysis has also been completed with only a section (AI techniques) remaining to be reviewed. System design has been partially completed (sections 3.2-3.4). The software tools that have been reviewed in respect of TeleMorph are discussed in the next chapter.
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Table 3.2 Comparison of Intelligent Multimedia Systems

4. Software analysis

Rather than trying to build TeleMorph from scratch, existing software tools will be made use of for speech recognition, Text-To-Speech (TTS), autonomous agent output, playing media presentations, attaining client device information, networking, bandwidth monitoring, Causal Probabilistic Networks (CPNs)/ Bayesian Belief Networks (BBNs) and streaming media. An analysis of reusable development tools for TeleMorph began at an early stage of the project and most have been decided upon. Several potential tools have been identified and analysed. Software tools for developing the TeleMorph client output module are described initially, then those to be used in the development of the TeleMorph client input are described, followed by the software tools to be reused in the implementation of the TeleMorph server.

4.1 Client output

Output on thin client devices connected to TeleMorph will primarily utilise a SMIL media player which will present video, graphics, text and speech to the end user of the system. The J2ME Text-To-Speech (TTS) engine will also be used to process speech output to the user. An autonomous agent will also be integrated into the TeleMorph client for output as they serve as an invaluable interface agent to the user as they incorporate modalities that are the natural modalities of face-to-face communication among humans.

4.1.1 SMIL media players
As portrayed in Figure 3.1, a Media Player will be used on the client side of TeleMorph to display the multimodal (animations, graphics, text, audio) presentation being received from the Streaming Server. It was decided to reuse a SMIL media player, as the development of a media player specific to TeleMorph would be outside the remit of this research and too time consuming. Some SMIL 2.0 specification based players that are currently available include:

· AMBULANT Open Source SMIL Player by CWI.

· RealOne Platform by RealNetworks, which has full support for the SMIL 2.0 Language profile. 

· GRiNS for SMIL-2.0 by Oratrix is a SMIL 2.0 player that supports SMIL 2.0 syntax and semantics. 

· SMIL Player by InterObject. This player supports the SMIL 2.0 Basic Profile. The player runs on PC with Windows NT/2000/XP and handheld devices with Pocket PC, such as Compaq iPAQ. 

· Internet Explorer 6.0 by Microsoft includes implementation of XHTML+SMIL Profile Working Draft 

· Internet Explorer 5.5 by Microsoft supports many of the SMIL 2.0 draft modules including Timing and Synchronization, BasicAnimation, SplineAnimation, BasicMedia, MediaClipping, and BasicContentControl. 

· NetFront v3.0 is a micro browser for PDA/mobile phone/information appliances. It supports HTML 4.01/XHTML 1.0/ SMIL Basic/SVG Tiny. 

· Pocket SMIL developed by INRIA is a SMIL 2.0 Player for the Pocket PC written in C++. 

· RubiC is developed by Roxia Co.,Ltd. It includes an authoring tool and player, and fully supports SMIL 2.0 specification. "RubiC" is also available for mobile handset for mobile internet MMS(Multimedia Messaging Service) 

· TAO's announced Qi browser supports SMIL, HTML 4.01 CSS, and XML (including XML Parser, DTD and Schema validation). 

Most of these SMIL players also include an edit/development tool for creating SMIL presentations. Various players have been identified and investigated in this project to determine their reusability and usefulness within the context of the TeleMorph architecture. Players will be analysed further to this to ensure compatibility during development of TeleMorph.

4.1.2 J2ME programming environment

J2ME (Java 2 Micro Edition) is an ideal programming language for developing TeleMorph & TeleTuras, as it is the target platform for the Java Speech API (JSAPI) (JCP 2002). The JSAPI allows developers to incorporate speech technology into user interfaces for their Java programming language applets and applications. This will provide the utilities for Speech recognition and TTS which TeleMorph will use in its input and output respectively. Even though J2ME has graphics APIs these will not be reused for client output, as the SMIL media player will handle graphical and text output modalities. 

4.1.3 Speech output - TTS

As mentioned in section 4.1.1 above, a SMIL media player will output audio on the client device. This audio will consist of audio files that are streamed to the client when the necessary bandwidth is available. But when sufficient bandwidth is unavailable audio files will be replaced by ordinary text which will be processed by a TTS engine on the client producing synthetic speech output. The Java Speech API Markup Language (JSML & JSGF 2002) is a companion specification to the Java Speech API. JSML (currently in beta) defines a standard text format for marking up text for input to a speech synthesiser. JSAPI does not provide any speech functionality itself, but through a set of APIs and event interfaces, access to speech functionality (provided by supporting speech vendors) is accessible to the application. As it is inevitable that a majority of tourists will be foreigners it is necessary that TeleTuras can process multilingual speech synthesis. To support this an IBM implementation of JSAPI “speech for Java” will be utilised. It supports US and UK English, French, German, Italian, Spanish, and Japanese. This implementation of the JSAPI is based on ViaVoice. The relationship between the JSAPI speech synthesiser and ViaVoice is shown in Figure 4.1. 

Figure 4.1 JSAPI TTS interaction with ViaVoice

4.1.4 Autonomous agents in TeleTuras

An autonomous agent will serve as an invaluable interface agent to the user as they incorporate modalities that are the natural modalities of face-to-face communication among humans. In TeleTuras it will prove very useful in communicating information on a navigation aid for tourists about sites, points of interest, and route planning. An autonomous agent in TeleMorph would be incorporated into the Media Player module shown in Figure 3.1.

Microsoft Agent (MS Agent 2002) provides a set of programmable software services that supports the presentation of interactive animated characters within the Microsoft Windows. It enables developers to incorporate conversational interfaces, that leverages natural aspects of human social communication. In addition to mouse and keyboard input, Microsoft Agent includes support for speech recognition so applications can respond to voice commands. Characters can respond using synthesised speech, recorded audio, or text in a cartoon word balloon. One advantage of agent characters designed by Microsoft Agent is they provide higher-levels of a character’s movements often found in the performance arts, like blink, look up, look down, and walk. BEAT, another animator’s tool which was incorporated in Cassell’s REA, allows animators to input typed text that they wish to be spoken by an animated human figure. These tools could be used to implement actors in TeleTuras.

4.2 Client input

The TeleMorph client will allow for speech recognition, text and haptic deixis (touch screen) input.

A speech recognition engine will be reused to process speech input from the user. Text and haptic input will be processed by the J2ME graphics API.

4.2.1 JSAPI J2ME speech recognition

Speech recognition in TeleMorph will be developed within Capture Input shown in Figure 3.1. The Java Speech API Markup Language (JSML & JSGF 2002) is a companion specification to the Java Speech API similar to the JSGF specification mentioned previously (section 4.1.3). JSML defines a standard text format for marking up text for input to a speech synthesiser. As mentioned before JSAPI does not provide any speech functionality itself, but through a set of APIs and event interfaces, access to speech functionality (provided by supporting speech vendors) is accessible to the application. For this purpose IBM’s implementation of JSAPI “speech for Java” will be utilised to provide multilingual speech recognition functionality. This implementation of the JSAPI is based on ViaVoice, which will be positioned remotely in the Interaction Manager module on the server. The relationship between the JSAPI speech recogniser (in the Capture Input module in Figure 3.1) on the client and ViaVoice (in the Interaction Manager module in Figure 3.1) on the server is necessary as speech recognition is computationally too heavy to be processed on a thin client. After the ViaVoice speech recogniser has processed speech which is input to the client device, it will also need to be analysed by an NLP module to assess its semantic content. A reusable tool to do this is yet to be decided upon to complete this task. Possible solutions for this include adding an additional NLP component to ViaVoice; or perhaps reusing other natural understanding tools such as PC-PATR (McConnel 1996) which is a natural language parser based on context-free phrase structure grammar and unifications on the feature structures associated with the constituents of the phrase structure rules. 

Figure 4.2 JSAPI speech recogniser interaction with ViaVoice

4.2.2 J2ME graphics APIs

The User Interface (UI) defined in J2ME is logically composed of two sets of APIs, High-level UI API which emphasises portability across different devices and the Low-level UI API which emphasises flexibility and control. The portability in the high-level API is achieved by employing a high level of abstraction. The actual drawing and processing user interactions are performed by implementations. Applications that use the high-level API have little control over the visual appearance of components, and can only access high-level UI events. On the other hand, using the low-level API, an application has full control of appearance, and can directly access input devices and handle primitive events generated by user interaction. However the low-level API may be device-dependent, so applications developed using it will not be portable to other devices with a varying screen size. TeleMorph will use a combination of these to provide the best solution possible. Using these graphics APIs TeleMorph will implement the Capture Input module which will accept text from the user. Also using these APIs, haptic input will be processed by the Capture Input module to keep track of the user’s input via a touch screen, if one is present on the device. User preferences in relation to modalities and cost incurred will also be implemented into the TeleMorph Capture Input module in the form of standard check boxes and text boxes available in the J2ME high level graphics API.

4.2.3 J2ME networking 

J2ME networking APIs will be implemented using sockets in the Networking API module as shown in Figure 3.1 to communicate data from the Capture Input module to the Media Analysis and Constraint Information Retrieval modules on the server. Information on client device constraints will also be received from the Device Monitoring module to the Networking API and sent to the relevant modules within the Constraint Information Retrieval module on the server. Networking in J2ME has to be very flexible to support a variety of wireless devices and has to be device specific at the same time. To meet this challenge, the Generic Connection Framework (GCF) is incorporated into J2ME. The idea of the GCF is to define the abstractions of the networking and file input/output as generally as possible to support a broad range of devices, and leave the actual implementations of these abstractions to the individual device manufacturers. These abstractions are defined as Java interfaces. The device manufacturers choose which one to implement based on the actual device capabilities. The sysInfo tool described in the next section will retrieve information on the device’s networking capabilities as necessary. The GCF supports five basic forms of communications: HTTP, Sockets, Datagrams, Serial Port and Files. Wireless networking in the TeleMorph client will utilise sockets for communicating user input to the TeleMorph server.

4.3 Client device status

The SysInfo (2003) J2ME application (or MIDlet) will be used for easy retrieval of a device's capabilities in the Device Monitoring module as shown in Figure 3.1. It probes several aspects of the J2ME environment it is running in and lists the results. In particular, it will try to establish a networking connection to find out which protocols are available, check device memory, the Record Management System (RMS) and other device properties. The following are an explanation of the various values collected by the MIDlet.

Properties

Contains basic properties that can be queried via System.getProperty(). They reflect the configuration and the profiles implemented by the device as well as the current locale and the character encoding used. The platform property can be used to identify the device type, but not all vendors support it. 

Memory

Displays the total heap size that is available to the Java virtual machine as well as the flash memory space available for RMS. The latter value will depend on former RMS usage of other MIDlets in most cases, so it doesn't really reflect the total RMS space until you run SysInfo on a new or "freshly formatted" MIDP device. The MIDlet also tries to detect whether the device's garbage collector is compacting, that is, whether it is able to shift around used blocks on the heap to create one large block of free space instead of a large number of smaller ones.

Screen

Shows some statistics for the device's screen, most notably the number of colors or grayscales and the resolution. The resolution belongs to the canvas that is accessible to MIDlets, not to the total screen, since the latter value can't be detected. 

Protocols

Lists the protocols that are supported by the device. HTTP is mandatory according to the J2ME MIDP specification, so this one should be available on every device. The other protocols are identified by the prefix used for them in the Connector class: 

· http - Hypertext Transfer Protocol (HTTP) 

· https - Secure Hypertext Transfer Protocol (HTTPS) 

· socket- Plain Transmission Control Protocol (TCP) 

· ssocket - Secure Transmission Control Protocol (TCP+TLS) 

· serversocket - Allows to listen in incoming connections (TCP) 

· datagram - User Datagram Protocol (UDP) 

· comm - Gives access to the serial port 

· file - Gives access to the device's flash memory file system 

Limits

Reflects some limitations that a device has. Most devices restrict the maximum length of the TextField and TextBox classes to 128 or 256 characters. Trying to pass longer contents using the setString() method might result in an IllegalArgumentException being thrown, so it is best to know these limitations in advance and work around them. Also, several devices limit the total number of record stores, the number of record stores that can be open at the same time, and the number of concurrently open connections. For all items, "none" means that no limit could be detected. 

Speed

The MIDlet also does some benchmarking for RMS access and overall device speed. This last section holds values gained during these benchmarks. The first four items show the average time taken for accessing an RMS record of 128 bytes using the given method. The last item shows the time it took the device to calculate the first 1000 prime numbers using a straightforward implementation of Eratosthenes' prime sieve algorithm. While this is not meant to be an accurate benchmark of the device's processor, it can give an impression of the general execution speed (or slowness) of a device and might be a good hint when to include a "Please wait" dialog. 

4.4 TeleMorph server tools

The software tools to be used in the implementation of the TeleMorph server application are detailed below. SMIL will be utilised to form the semantic representation language in TeleMorph and will be processed by the Presentation Design module in Figure 3.1. MPEG-7 may also be integrated with SMIL but this is undecided yet. The HUGIN development environment is also described below, this environment allows TeleMorph to develop its decision making process using Causal Probabilistic Networks which will form the Constraint Processor module as portrayed in Figure 3.1. The ViaVoice speech recognition software is one other software tool that will be used in the server side implementation of TeleMorph within the Interaction Manager module. On the server end of the system a Streaming Server will be set up to transmit the output presentation from the TeleMorph server application to the client device’s Media Player. The Darwin streaming server (Darwin 2003) may be used for this purpose. Also in this section a brief description is given of the JATLite middleware which will be used in the development of TeleMorph if it is considered necessary at time of implementation.

4.4.1 SMIL semantic representation

As discussed previously the XML based SMIL language will form the semantic representation language of TeleMorph which will be used in the Presentation Design module as shown in Figure 3.1. TeleMorph will design SMIL content that comprises multiple modalities that exploit currently available resources fully, whilst considering various constraints that affect the presentation, but in particular, bandwidth. This output presentation will then be streamed to the Media Player module on the mobile client for displaying to the end user. TeleMorph will constantly recycle the presentation SMIL code to adopt to continuous and unpredictable variations of physical system constraints (e.g. fluctuating bandwidth, device memory), user constraints (e.g. environment) and user choices (e.g. streaming text instead of synthesised speech). In order to present the content to the end user there will be a SMIL media player available on the client device. Section 4.1.1 discussed currently available SMIL 2.0 players. As MPEG-7, discussed in section 2.4.4, describes multimedia content using XML this may be incorporated with the SMIL language to assist with the semantic representation in TeleMorph.

4.4.2 TeleMorph reasoning - CPNs/BBNs

Causal Probabilistic Networks will be used in TeleMorph to conduct reasoning and decision making within the Constraints Processor module as shown in Figure 3.1. In order to implement Bayesian Networks in TeleMorph the HUGIN (HUGIN 2003, Jensen & Jianming 1995) development environment will be used. HUGIN provides the necessary tools to construct Bayesian Networks. When a network has been constructed, one can use it for entering evidence in some of the nodes where the state is known and then retrieve the new probabilities calculated in other nodes corresponding to this evidence. A Causal Probabilistic Network (CPN)/Bayesian Belief network (BBN) is used to model a domain containing uncertainty in some manner. It consists of a set of nodes and a set of directed edges between these nodes. A Belief Network is a Directed Acyclic Graph (DAG) where each node represents a random variable. Each node contains the states of the random variable it represents and a conditional probability table (CPT) or, in more general terms, a conditional probability function (CPF). The CPT of a node contains probabilities of the node being in a specific state given the states of its parents. Edges reflect cause-effect relations within the domain. These effects are normally not completely deterministic (e.g. disease -> symptom). The strength of an effect is modelled as a probability. 

4.4.3 JATLite middleware

As TeleMorph is composed of several modules with different tasks to accomplish, the integration of the selected tools to complete each task is important. To allow for this a middleware may be required within the TeleMorph Server as portrayed in Figure 3.1. 

One such middleware is JATLite (JATLite 2003, Jeon et al. 2000) which was developed by the Stanford university. JATLite provides a set of Java packages which makes it easy to build multi-agent systems using Java. JATLite features modular construction consisting of increasingly specialised layers which allows for flexibility in the infrastructure.  Four different layers are incorporated to achieve this, including: 

· Abstract layer- PRIVATE "TYPE=PICT;ALT=[mdash]"provides a collection of abstract classes necessary for JATLite implementation. Although JATLite assumes all connections to be made with TCP/IP, the abstract layer can be extended to implement different protocols such as UDP. 

· PRIVATE "TYPE=PICT;ALT=[bull]"Base layer- provides communication based on TCP/IP and the abstract layer. There is no restriction on the message language or protocol. The base layer can be extended, for example, to allow inputs from sockets and output to files. It can also be extended to give agents multiple message ports. 

· PRIVATE "TYPE=PICT;ALT=[bull]"KQML (Knowledge Query and Manipulation Language) layer- provides for storage and parsing of KQML messages. 

· PRIVATE "TYPE=PICT;ALT=[bull]"Router layer- provides name registration and message routing and queuing for agents via the AMR. 

If it is determined during the implementation of TeleMorph that middleware is necessary then JATLite will be utilised. As an alternative to the JATLite middleware The Open Agent Arhcitecture (OAA) (Cheyer & Martin 2001) could be used. OAA is a framework for integrating a community of heterogeneous software agents in a distributed environment. Psyclone (2003) is a flexible middleware that can be used as a blackboard server for distributed, multi-module and multi-agent systems which could also be utilised.

In this section we have described various software tools that will be used in the implementation of TeleMorph for speech recognition, Text-To-Speech (TTS), autonomous agent output, playing media presentations, attaining client device information, networking, bandwidth monitoring, Causal Probabilistic Networks/Bayesian Belief Networks and streaming media. An analysis of these reusable development tools has been given in the context of the proposed design of TeleMorph (shown in Figure 3.1).

5. Conclusion and future work

In this chapter we conclude by first summarising the research proposal, the literature review and the main research areas and contribution of this project. We then discuss the software analysis focusing on tools and programming languages to be used, followed by potential applications of the research, in particular TeleTuras. Finally we give some thoughts on promising future directions.

This objective of the work described in this research plan is the development of a mobile intelligent multimedia presentation architecture called TeleMorph. TeleMorph will be able to dynamically generate a multimedia presentation from semantic representations using output modalities that are determined by constraints that exist on a mobile device’s wireless connection, the mobile device itself and also those limitations experienced by the end user of the device. The output presentation will include Language and Vision modalities consisting of video, speech, non-speech audio and text. Input to the system will be in the form of speech, text and haptic deixis. The objectives of TeleMorph are: (1) receive and interpret questions from the user, (2) map questions to multimodal semantic representation, (3) match multimodal representation to knowledge base to retrieve answer, (4) map answers to multimodal semantic representation, (5) monitor user preference or client side choice variations, (6) query bandwidth status, (7) detect client device constraints and limitations, (8) generate multimodal presentation based on constraint data. The architecture, data flow, and issues in the core modules of TeleMorph such as constraint determination and automatic modality selection are also introduced in this report. A tourist information aid for the city of Derry, TeleTuras, will be developed as a testbed for TeleMorph. It will communicate TeleMorph-adapted presentations to tourists consisting of: route planning, maps, points of interest, spoken presentations, graphics of important objects in the area and animations. The main focus in TeleTuras will be on the output modalities used to communicate this information and also the effectiveness of this communication. Applying a collection of common questions will test TeleTuras. These questions will be accumulated by asking prospective users/tourists what they would require from a tourist information aid such as TeleTuras. 

Previous research in the related areas of wireless telecommunications, mobile intelligent multimedia systems, network-adaptive multimedia models, semantic representation, fusion and coordination of modalities, intelligent multimedia presentation systems, intelligent multimedia interfaces, intelligent multimedia agents, Cognitive Load Theory (CLT) and Causal Probabilistic Networks (CPNs) have been reviewed. Most of the current work on mobile intelligent multimedia presentation systems determine the multimodal output presentation by considering constraints imposed by the client device or the end user of the system. As mentioned earlier (in section 3.6.1) the issue of device diversity is considered by a number of current systems. Some of these systems are simply aware of the type of output device (e.g. PDA, desktop, laptop, TV) (e.g. EMBASSI) and others are concerned with the core resources that are available on the client device (e.g. memory, CPU, output capabilities) (e.g. SmartKom-mobile). Some mobile intelligent multimedia systems also allow for methods of user choice/preference when choosing output modalities in order to present a more acceptable output presentation to the end user. Some other mobile intelligent multimedia systems support awareness of the user’s domain, environment and preferences. One other factor that is relevant to mobile intelligent multimedia systems is Cognitive Load Theory (CLT). This theory states the most efficient (judged by user retention) and the most appealing (user-acceptable) modalities for portraying information on various types of device (PDA, TV, Desktop). One system that takes this theory into account is EMBASSI (Hildebrand 2000). The RAJA framework which is aimed at the development of resource-adaptive multi-agent systems was intended to provide resource-aware modules for DEEP MAP but this has not been integrated yet. Hence, these systems fail to take the bandwidth of the mobile network into account when choosing output presentation modalities. One other main issue which the systems reviewed fail to consider is the resultant effect of the union of all the relevant constraints (i.e. network bandwidth, mobile device and end user constraints). TeleMorph will improve upon existing systems by dynamically morphing the output presentation modalities depending on: (1) available network bandwidth (also network latency, packet loss and error rate); (2) available client device resources (mobile device display resolution, available memory and processing power, available output abilities); (3) end user modality preferences and associated costs incurred in downloading a presentation; (4) the cognitive load of the end user (determined by Cognitive Load Theory) and whether the function of the presentation is directed towards end-user retention (e.g. a city tour) or is intended solely for informative purposes (e.g. information about an interesting sight nearby). These constraints contribute to the automatic adaptation features of TeleMorph, which will consider a union of their effects using Causal Probabilistic Networks. Hence the main area of contribution in TeleMorph is its awareness of available bandwidth and the union of this with other relevant constraints.

Accordingly, TeleMorph’s unique contribution has been identified – Bandwidth determined Mobile Multimodal Presentation. TeleMorph will dynamically morph the output presentation between output modalities depending on available network bandwidth. This system will be an improvement on previous systems in the following ways:

· The TeleMorph server application will be aware of important network issues with primary focus on network Bandwidth. Other secondary issues that will be considered in TeleMorph include network latency and bit error rate, mobile device constraints (display, available output modalities, memory, processing power) and user constraints (modality preferences, cost incurred, cognitive load) which will be combined and utilised to determine morphing behaviour between output modalities during presentation design.

· TeleMorph’s presentation design will use the Causal Probabilistic Network (CPN) approach to analyse a union of all relevant constraints imposed on TeleMorph and decide on the optimal multimodal output presentation.

· TeleMorph will provide output that adheres to good usability practice, resulting in suitable throughput of information and context sensitive modality combinations in keeping with the Cognitive Load Theory.

TeleMorph will be developed as a client-server architecture using existing software tools such as Java 2 Micro Edition (J2ME), Synchronised Multimedia Integration Language (SMIL) editors/players, HUGIN and JATLite. The J2ME programming environment provides a set of tools and Application Programming Interfaces (APIs) to develop speech (using the Java Speech API) graphics (using graphics APIs) and text (using high level graphics API) input/output modules for the client application. The graphics API in J2ME will also allow for haptic input by the user. Other J2ME tools that will be reused in the implementation of the client include the sysInfo application (for detecting device status) and wireless networking APIs (for communicating input to the server). On the client side of TeleMorph an appropriate intelligent multimedia agent (e.g. MS Agent) will be used to implement an actor for more effective communication. The SMIL language (XML based) will be used as the semantic representation language in TeleMorph whilst possibly reusing elements of the MPEG-7 standard (also XML based). To present SMIL based multimedia presentations on the mobile client device (e.g. Compaq iPaq) a SMIL compatible media player will be used. TeleMorph’s server-side presentation design module will use the HUGIN development environment which is based on the Causal Probabilistic Network (CPN) approach to reasoning and decision making. HUGIN will analyse a union of all relevant constraints imposed on TeleMorph and decide on the optimal multimodal output presentation. Middleware such as JATLite or Open Agent Architecture will provide a solution for integration and interoperation between TeleMorph’s various modules.

There are a number of problems that have to be solved before TeleMorph can be widely applied. To accomplish intelligent presentation design whilst considering various relevant constraints the reasoning and decision making technique, Causal Probabilistic Networks (CPNs), employed by TeleMorph will be investigated further. This will consist of modeling TeleMorph’s domain variables (constraint information) and probabilistic dependencies between these variables (i.e. cause-effect relations within the domain). This element of TeleMorph will be combined with work on constraint retrieval techniques, including bandwidth data, client device status and user preference data. An apt mobile client device emulator will be chosen to use for design, implementation and testing of the TeleMorph architecture. The module related to input capture on the client will be designed enabling various input modalities. This module will be integrated with a SMIL media player which will deal with multimodal output. A large section of future work related to the design of presentations will be in mapping input queries to a semantic representation and designing a constraint-aware multimodal output presentation in response, whilst also ensuring coordination of modalities. The integration of TeleMorph’s various modules will be achieved using middleware, which will be examined further throughout the design and implementation stages. TeleTuras will incorporate the solution provided by TeleMorph and will communicate TeleMorph-adapted presentations designed for the tourism domain. Following the development of TeleMorph, the implementation of TeleTuras will ensue, which will demonstrate TeleMorph’s effectiveness.
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Appendix A: SMIL synchronisation modules

AccessKeyTiming
This module defines the attribute value syntax for the begin and end attributes that allow elements to begin and end based upon the user actuating a designated access key. 



BasicInlineTiming 
This module defines the attributes that make up basic timing support for adding timing to XML elements.



BasicTimeContainers
This module defines basic time container elements, attributes that describe an element's display behaviour within a time container, and end conditions for time containers.



EventTiming
This module defines the attribute value syntax for begin and end attributes that allow elements to begin and end in response to an event.



ExclTimeContainers
This module includes a time container that defines a mutually exclusive set of elements, and describes interrupt semantics among these elements.



FillDefault
This module defines syntax for specifying default display behaviour for elements.



MediaMarkerTiming
This module defines the attribute value syntax for the begin and  end  attributes that allow elements to begin and end based upon markers contained in the source content.



MinMaxTiming
This module defines the attributes that allow setting minimum and maximum bounds on element active duration.



MultiArcTiming
This module extends the attribute value syntax for the begin and end attributes to allow multiple semicolon-separated values. Any combination of the simple begin and end value types provided by the other timing modules included in the profile are allowed



RepeatTiming
This module defines the attributes that allow repeating an element for a given duration or number of iterations.



RepeatValueTiming
This module defines the attribute value syntax for begin and end attributes that allow elements to begin and end in response to repeat events with a specific iteration value.



RestartDefault
This module defines syntax for specifying default restart semantics for elements. 



RestartTiming
This module defines an attribute for controlling the begin behaviour of an element that has previously begun.



SyncBehavior
This module defines syntax for specifying the runtime synchronisation behaviour among elements.



SyncBehaviorDefault
This module defines syntax for specifying default synchronisation behaviour for elements and all descendants.



SyncbaseTiming
This module defines the attribute value syntax for the begin and end attributes that allow elements to begin and end relative to each other.



SyncMaster
This module defines syntax for specifying the synchronisation master for a timeline.



TimeContainerAttributes
This module defines attributes for adding time container support to any XML language elements.



WallclockTiming
This module the attribute value syntax for the begin and end attributes that allow elements to begin and end relative to real world clock time.

Table A.1: SMIL synchronisation modules

Appendix B: Project schedule
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