A dynamic threshold approach for skin tone detection in colour images
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Abstract: This paper presents a novel dynamic threshold approach to discriminate skin pixels and non-skin pixels in colour images. Fixed decision boundaries (or fixed threshold) classification approaches are successfully applied to detect human skin tone in colour images. These fixed thresholds mostly failed in two situations as they only search for a certain skin colour range:

- any non-skin object may be classified as skin if non-skin objects’s colour values belong to fixed threshold range
- any true skin may be mistakenly classified as non-skin if the skin colour values do not belong to fixed threshold range.

Therefore in this paper, instead of predefined fixed thresholds, novel online learned dynamic thresholds are used to overcome the above drawbacks. The experimental results show that our method is robust in overcoming these drawbacks.
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1 Introduction

Skin tone detection aims at determining whether colour pixel has the colour of human skin or not. In the past, many techniques have been developed and successfully applied for skin tone detection using colour information. For skin tone detection many colour spaces have been proposed throughout the literature. The image pixels representation in a suitable colour space is the primary step in skin Tone detection in colour images. A survey of different colour spaces (e.g., RGB, YCbCr, HSV, CIE Lab, CIE Luv and normalised RGB) for skin-colour representation and skin tone detection methods is given by Kakumanu et al. (2007). Recently a new colour SIFT descriptors for image classification is proposed by Verma et al. (2011) with applications to biometrics.

However, skin tone detection using colour information is not an easy task as the skin appearance in images is affected by various factors such as illumination, background, camera characteristics, and ethnicity. On top of the suitable colour space selection, a satisfactory classifier is needed to perform a best skin tone detection in colour images. A satisfactory skin classifier must be able to discriminate between skin and non skin pixels for a wide range of people with different skin tones (white, pink, yellow, brown and dark) and scene illuminations.

Existing classification or segmentation techniques use fixed decision boundaries (also called fixed threshold) (Sezgin and Sankur, 2004; Phung et al., 2005), edge detection (Zhang and Paul, 2004; Paul et al., 2005), region growing and merging (Ning et al., 2010), and active contour models (Zhang et al., 2010a, 2010b). Because of the simplicity, decision boundaries (i.e., thresholding) is the one of the popular techniques in image segmentation or classification (Sezgin and Sankur, 2004). Therefore in this paper we consider decision boundaries classification technique to detect skin tone in colour images. Skin tone detection approaches that rely on pixel-level classification often used a fixed decision boundaries technique. In the decision boundaries classification technique, the decisions boundaries are often fixed by the designer to obtain best skin tone detection results. However, many of the decision boundaries techniques are limited in performance due to real-world conditions such as illumination and ethnicity.

Recently, (Cheddad et al., 2009a, 2009b) developed a new skin tone detection method in colour images using YCbCr colour space and a fixed threshold classification technique. They compared their experimental results with other existing methods (Hsu et al., 2002; Berens and Finlayson, 2000; Kovac et al., 2003) and showed very promising results. They argue that their method is insensitive with ethnicity and robust to illumination as well. In their approach fixed threshold values are learned off-line using a certain amount of manually identified skin pixels and each image pixel is checked whether or not its colour value satisfies the fixed threshold values. They mentioned that, like all existing algorithms, their method is not yet intelligent enough to discriminate whether a scene contains a skin colour or something that looks similar to it, Cheddad et al. (2009b).

Skin colour varies greatly between different human races and very often a fixed threshold for skin boundary is learned from a certain amount of different skin colours. Therefore skin tone detection that uses fixed threshold values may fail in unconstrained imaging conditions. Through experimentation we find that, as in (Cheddad et al., 2009b), their fixed threshold classification technique is not robust
to separate skin region from non skin region which have colours more similar to skin, see Figure 1.

**Figure 1** (a) and (b) represent a sample image from Google images and skin tone detection results using Cheddad et al. (2009a) respectively. White pixels represent skin and black non-skin in (b) (see online version for colours)

Therefore we propose a new skin tone detection technique for colour images that makes (Cheddad et al., 2009a) intelligent and robust to separate skin from non skin which have colours more similar to skin. The proposed technique uses the same colour space used in Cheddad et al. (2009a, 2009b) as it is proved as robust with illumination. But we find the fixed threshold used in Cheddad et al. (2009a, 2009b) is limited in separating skin and non skin in colour images.

Instead of fixed threshold values we calculate dynamic threshold values via online learning by taking the colour information of human face region. Zheng et al. (2004) argue that using the skin colour property of the detected face region, the rest of skin pixels in the image can be detected. Our skin tone detection method also takes advantage of the fact that face and body of a person always share same colours. Using the detected face region colour values we calculate a dynamic threshold and our experimental results show that dynamic threshold is more robust in skin tone detection performance than previous experimental results shown in Cheddad et al. (2009a, 2009b), see Figure 2.

This paper is organised as follows. In Section 2, a classification point of view skin tone detection is analysed. Our proposed method and results and discussion are explained in Sections 3 and 4 respectively. The conclusion is given in Section 5.

### 2 Skin tone detection a classification point of view

From a classification point of view, skin tone detection can be viewed as a two class problem: skin-pixel vs. non skin-pixel classification. Different researchers have used different techniques to approach this problem. One of the easiest and often used methods is to define fixed decision boundaries for different colour space components. In any given colour space, skin colour occupies a part of such a space, which might be a compact or large region in the space. Such a region is usually called the skin colour cluster, see Figure 3.
Figure 2  (a)–(c) represent a sample image from Google images and skin tone detection results using Cheddad et al. (2009a) and our method respectively. White pixels represent skin and black non-skin in (b) and (c) (see online version for colours)

Figure 3  The dark red dot cloud represents the region where skin colour tends to cluster, i.e., the area bounded by a rectangle (see online version for colours)

Source: Cheddad et al. (2009b)

The maximum and minimum values from the skin colour cluster are defined as thresholds in fixed threshold based skin classifiers. Single or multiple ranges of threshold values for each colour space component are defined and the image pixel values that fall within these predefined range(s) for all the chosen colour components are defined as skin pixels.

Dai and Nakano (1996) used a fixed range on $I$ component in YIQ space for detecting skin pixels from images containing mostly people with yellow skin. All the pixel values in the range, $R_I = [0, 50]$ are described as skin pixels in this approach. Sobottka and Pitas (1998) used fixed range values on the HS colour space. The pixel values in the range $R_H = [0, 50]$ and $R_S = [0.23, 0.68]$ are defined as skin pixels. These values have been determined to be well suited for discriminating skin pixels from non-skin pixels on images of yellow and white skin people.
Chai and Ngan (1999) proposed a face segmentation algorithm in which they used a fixed range skin-colour map in the CbCr plane. The pixel values in the range $R_{Cb} = [77, 127]$, and $R_{Cr} = [133, 173]$ are defined as skin pixels. Wang and Yuan (2001) have used threshold values in $rg$ space and HSV space. The threshold values in the range $R_r = [0.36, 0.465]$, $R_g = [0.28, 0.363]$, $RH = [0, 0.50]$, $RS = [0.20, 0.68]$ and $RV = [0.35, 1.0]$ are used for discriminating skin and non-skin pixels.

Based on the above, it is noticeable that most of the fixed threshold based skin classifiers were successfully applied in controlled imaging conditions, e.g. detect white and yellow skins. Figure 4 also shows that skin colour pixels from different people races cannot be easily bounded with fixed threshold boundaries. Say if we want to consider all skin colour pixels for African skin, then that means we accept some non-skin colour pixels from Asian and Caucasian as well.

Therefore we argue that fixed thresholds are not robust with wide varieties of skin colours. In order to handle wide variety of skin colours a dynamic threshold classification technique is needed and so a new dynamic threshold approach is developed in our proposed method. The next section explains our proposed method.

3 Our proposed method

Skin tone detection normally has two phases: training and detection. Training a skin classifier involves three steps:

1. Collecting a database of skin pixels from different images. Such a database typically contains skin-colour pixels from a variety of people under different imaging conditions.
2. Choosing a suitable colour space.
3. Learning the parameters of a skin classifier.

Given a trained skin classifier, identifying skin colour pixels in a given image involves:

1. Converting the image into the same colour space that was used in the training.
2. Classifying each pixel using the skin colour classifier as skin or non-skin.

As we use dynamic threshold, we do not need to learn any predefined fixed threshold from the collected database. Therefore we do not have any training phase in our proposed skin tone detection method. Our proposed method is given as follows:

1. Converting the given image into a suitable colour space, we use same colour space used in Cheddad et al. (2009a).
2. Learning the parameters of a skin classifier using our novel method.
3. Classifying each pixels in the given image using the online learned skin colour classifier as skin or non-skin.
3.1 Skin tone detection and colour space

As discussed previously, the colour space discussed below is based on previous work (Cheddad et al., 2009a). The utilised transformation matrix is defined in equation (1).

\[
\hat{\alpha} = [0.29893602129377539, 0.58704307445112136, 0.14020904255103250]^T
\]

where the superscript \( T \) denotes the transpose operator to allow for matrix multiplication. Let \( \phi \) denote the 3D matrix containing the RGB vectors of the host
image and let \( x \in [1, 2, \ldots, n] \), where \( n = \text{length}(R) = \text{length}(G) = \text{length}(B) \). Note that this method acts here on the RGB colours stored in double precision, i.e., linearly scaled to the interval \([0, 1]\). The initial colour transformation is given in equation (2).

\[
I(x) = (\phi(r(x), g(x), b(x)) \otimes \hat{\alpha})
\]

where \( \otimes \) represents matrix multiplication. This reduces the RGB colour representation from 3D to 1D space. The vector \( I(x) \) eliminates the hue and saturation information whilst retaining the luminance. It is therefore regarded formally as a grayscale colour. Next, the algorithm tries to obtain another version of the luminance but this time without taking the R vector into account. Most skin colour tends to cluster in the red channel. The discarding of red colour is deliberate, as in the final stage it will help to calculate the error signal. Therefore, the new vector will have the largest elements taken from G or B:

\[
\hat{I}(x) = \max_{x \in [1, \ldots, n]} (G(x), B(x)).
\]

Equation (3) is actually a modification of the way Hue, Saturation and Value (HSV) computes the \( V \) values. The only difference is that the method does not include in this case the red component in the calculation. Then for any value of \( x \), the error signal is derived from the calculation of element-wise subtraction of the matrices generated by equations (2) and (3) which can be defined as \( e(x) = I(x) - \hat{I}(x) \).

3.2 Skin tone detection and classifier

In Cheddad et al. (2009a) method, a collection of 147852 pixel samples was gathered from different skin regions exhibiting a range of races with extreme variations in lighting effects. Lower and upper decisions boundaries were calculated as 0.02511 and 0.1177 respectively. Finally \( e(x) \) values in the range \([0.02511, 0.1177]\) were classified as skin.

Our experimental results showed that their fixed threshold \([0.02511, 0.1177]\) can not perform efficiently when background and cloths colours are more similar to skin colour. Here our motivation is to get a dynamic threshold value via online learning for a particular image using human face skin colour information. To get the face skin colour information, human eyes are detected using the Machine Perception Toolbox (Fasel et al., 2005). When the eyes are detected, see Figure 6(a), the elliptical face region is generated, see Figure 6(b), using an elliptical mask model, see Figure 5.

Here \((x_0, y_0)\) is the centre of the ellipse as well as the eyes symmetric point. Minor and major axes of ellipse are represented by \(1.6D\) and \(1.8D\) respectively, where \(D\) is distance between two eyes.

We can see that the detected face region contains the smooth (i.e., skin) and non-smooth (i.e., eyes and mouth.) textures. As we only want to keep the smooth regions, the non-smooth regions are detected and removed. It is well studied that edge pixels can be generated in non-smooth regions (Gonzalez and Woods, 2008). We applied the Sobel edge detector as it has computational simplicity (Phung et al., 2005), see Figure 6(c). The detected edge pixels are further dilated using dilation operation to get the optimal non-smooth regions, (Gonzalez and Woods, 2008), see
Figure 5  Elliptical mask model generated using eyes coordinates

Figure 6(d). Finally the calculated non-smooth region is subtracted from the face region and smooth region is obtained, see Figure 6(e). Finally, the values from \( e(x) \) which correspond to the detected smooth region are considered for the dynamic threshold calculation. For simplicity we assume those correspondence \( e(x) \) values stored in array \( SR \). Figure 7(a) shows the frequency distribution of \( SR \).

Figure 6  (a)-(e) represent eye detection, face region, edge detection, dilated image and smooth region respectively (see online version for colours)

Even though the dilation operation is applied, there is no guarantee that 100% of the non-smooth regions are removed properly. Therefore a two-sided 95% confidence interval of a normal distribution, \( N(\mu, \sigma^2) \), is fitted on \( SR \) to generate the dynamic threshold, see Figure 7(b). Here \( \mu \) and \( \sigma \) are mean and standard deviation of \( SR \) and the lower and upper boundaries of the dynamic threshold values calculated based on the confidence interval of normal distribution. Based on these calculated dynamic threshold values each and every pixel in the colour image
is classified as skin and non-skin. When more than one face region are detected in the image, each region is used to construct a dynamic threshold, and each threshold is used to perform skin tone detection on the whole image. The final result is a logical OR combination of each of the detected regions obtained respectively with each dynamic threshold. The next section shows some experimental results using our dynamic threshold approach.

4 Skin tone detection: results and discussion

To carry out skin tone detection, a set of images was downloaded from Google. These random images may have been captured with a range of different cameras using different colour enhancement and under different illumination. The method of Cheddad et al. (2009a) and our proposed method are applied and Figure 8 shows a sample of results obtained for three images. From the above results it can be argued that our dynamic threshold method can optimally discriminate skin from non-skin, even when non-skin colour is more similar to skin colour, than given in Cheddad et al. (2009a).

Figure 8 shows that Cheddad et al.’s method detected human skin and also detected many non-skin objects as skin. But if we further analyse Figure 9 then we can see that Cheddad et al.’s method failed to detect most of the skin area. Therefore as we discussed previously in this paper about the drawback of fixed threshold methods, Cheddad et al.’s method also searches for certain range of skin colours. We can conclude that our method is more robust for any skin colour as the algorithm learns dynamic threshold values instantly from the current image, more results can be found in Figures 10 and 11.

In addition to the arbitrary still images from the internet, we tested the algorithm on a larger benchmark, i.e., image frames from the video ‘14.avi’ of PRIP Skin-Database(http://www.prip.tuwien.ac.at/people/julian/skin-detection/skin-database.rar). This database includes the ground truth data as well. Figure 12 shows some frame samples, the ground truth, skin tone detection based on our proposed method and skin tone detection based on Cheddad et al.’s method.
Figure 8  Columns (a)–(c) represent random images from google, skin tone detection using Cheddad et al. (2009a) and our methods respectively (see online version for colours)

Figure 9  (a)–(c) represent a random image from google, skin tone detection using Cheddad et al. (2009a) and our methods respectively. In this experiment, our method instantly learned a threshold $[-0.0041, 0.0332]$ and Cheddad’s fixed threshold $[0.02511, 0.1177]$ (see online version for colours)

Figure 13 shows the graphical performance analysis of the proposed method against Cheddad et al.’s method. In Figure 13, skin pixels represents the number of classified skin tone pixels from ground truth. Detection represents the number of classified skin tone pixels using our proposed and Cheddad et al.’s experiments. False positive and false negative based classified number of pixels also shown in Figure 13.
In our experiments, false positive means that result shows that a pixel represents ‘Skin’ colour, but in reality, it does not. False negative means that result shows that a pixel does not represents ‘Skin’ colour, but in reality, it does.

We also tested the algorithm with another video ‘13.avi’ of PRIP Skin-Database (http://www.prip.tuwien.ac.at/people/julian/skin-detection/skin-database.rar), see
Figure 11 Columns from left to right represent random images from google, skin tone detection using Cheddad et al. (2009a) and our methods respectively (see online version for colours)

Figure 12 Rows (a)-(d) represent sample frames, ground truth data, results using proposed method and Cheddad et al.’s method respectively (see online version for colours)
Figure 13 Top and bottom rows represent sample frames and ground truths respectively.

Figure 14 shows some frame samples, the ground truth, skin tone detection based on our proposed method and skin tone detection based on Abbas et al.’s method.

Figure 15 shows the graphical performance analysis of the proposed method against Cheddad et al.’s method.

As can be seen, the proposed method is by far the most efficient in that it preserves lower rates for the dual false ratios while securing a high detection rate than Cheddad et al.’s method.
5 Conclusion and future works

The proposed skin tone detection technique performs better than the fixed threshold skin tone detection proposed previously (Cheddad et al., 2009a). The proposed method is robust to imaging conditions and not biased by human ethnicity. Two main drawbacks with fixed threshold classification outlined in this paper are solved by our novel dynamic skin tone detection technique. However, thresholding techniques are not sufficient to get satisfying classification results sometimes because of its simplicity. Some recent methods such as region growing and merging, Ning et al. (2010), and active contour models, (Zhang et al., 2010a, 2010b), proved their effectiveness on image segmentation. Therefore as future direction, we would like to investigate best segmentation method that can be used to improve the skin tone detection performance.
Also, it is noted that if there are no eyes detected in the image then our method can not be applied to skin tone detection problems. The elliptical mask model used in this paper is based on the frontal face. So it may not be robust for photos which are taken from other angles. Therefore we plan to apply an ‘elastic’ mask model in our future work to solve this problem.
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